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Introduction

In recent years, the development of Internet and IT/AI 
technologies has continued to dramatically change the information 
and communication environment of society. These technologies 
had brought about a historic industrial revolution worldwide and 
violent and diverse changes in people's lifestyles and concepts. Some 
problems may have arisen in the social communication formation of 
children affected by systematic changes in the social environment.1,2 
In Japan, the increase in the number of child psychiatric cases such 
as developmental disorders in the general educational environment 
may imply that the society is becoming more difficult for children 

to grow up in.3 In cases of social dysfunction through language, 
such as autism spectrum disabilities, there is often a co-occurring 
emotional disorder, and a problem with understanding words that 
have emotional language meaning, with significantly more slow 
response.4 The emotional disorders has been pointed out that there 
is a link with the transformation of experiences of emotional social 
interaction during the developmental period.5 It has been reported 
that attention to and comprehension of the emotional vocabulary 
of one's native language, as well as response speed, depend on 
factors such as personality and age.6 The speed of understanding 
and responding to language that includes emotional meaning may 
be influenced by similar factors across cultures.7
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New styles of communication through digital among children, 
such as internet games, have characteristics unique to digital 
technology that younger children can easily absorb, and while 
they have new functionality to connect people, they may also 
cause children to lose the learning of complex social functions that 
have evolved through the interaction of humanistic information 
since ancient times.8 The delay in conversation response may be 
a factor of change in a language communication society that is 
greatly different from the past due to the increased frequency of 
online digital communication. The explosion of OpenAI's ChatGPT, 
a conversational generative AI, has transformed the conventional 
lifestyle of human social information gathering. The interactive AIs 
like the Chat-type generative one are known about the following 
key technologies to achieve natural conversations. The first one is 
Transformer architecture based on a neural network utilizing a self-
attention mechanism to efficiently learn the relationships between 
different parts of the input words.9 The improvement brought 
abilities to understand context and generate appropriate responses. 
The second one is pre-training of large amounts of text data to 
learn the basic structure and patterns of language and fine-tuning 
for specific tasks and domains to generate responses with higher 
accuracy even in specific contexts.10 And the third one is Natural 
Language Processing (NLP) Technology to analyze user input and 
generate appropriate responses. This includes morphological 
analysis, grammatical analysis, semantic analysis.11 This new 
tool has been continued to learn from user feedback widely and 
is evolving day by day, combining both overall commonality and 
regional characteristics, and has become integrated into all areas, 
from general life to education.12-15 As a result of achieving these 
key technologies, this generative AI generally realize natural and 
expected communication for a wide range of users caused by the 
three abilities; to understand the context of a conversation and 
generate appropriate responses, to respond to and answer the 
diverse topics raised by users, and to learn continuously based on 
new data and feedback to improve the quality of responses.16

As has been the case with newly developed revolutionary 
IT tools, it is impossible to deny the supposedly existence of 
negative effects, such as the degeneration of brain functions that 
had been activated by the time and effort spent on them, while 
bringing benefits to humankind.17 To explore the possibility of 
supporting communication among the new generation by utilizing 
the positive aspects of the new IT tools that are more compatible 
with overcoming risks.13,14 we prepared a tablet PC that can 
express voice and typical emotion-dependent facial expressions 
of an avatar friend who can understand the user’s speaking 
contexts of neutral, positive and negative emotions give advice 
and exchange information to support their mental development 
in a virtual space. The PC can display facial expressions with chat 
voice. To further support communication and monitoring of the 
growth process, a function to display and record conversations 
in real time was prepared on the prototype machine. This study 

is to report on the possibility of contributing to the formation 
of communication functions and presenting requirements for 
improvement by reviewing the contents of the prototype, which 
was shown at events introducing new IT tools to children in several 
locations in our local area, Yamaguchi Prefecture and played with 
for a few minutes by four participated children. To examine the 
mutual interaction of avatars and children, we focused on the 
comparison of delayed response times and attempted to evaluate 
the correlation between the number of letters and emotional 
categories under hypothetic prediction of the delay caused by the 
quantitative processing of received and uttered sentences, or the 
different processing times affected by some emotional quality. 
By capturing the conversational response delay time, a  simple 
indicator detectable easily for practical use in actual educational 
and personal settings, and avoiding the difficult task of evaluating 
emotions, we explored whether there was any correlation with text 
that could be considered as one of the signals of emotion.

Data and Methods

The cloud chat AI 3D-Avatar system with voice, emotional 
face and real-time transliteration

The fuller chart of this system design, the outer UI/UX images, 
and the subsequent flowchart of the analysis are described in Figure 
1. Each module, Speech Recognition (Browser Edge), conversation 
generation (Azure OpenAI Service (GPT 3.5)), Speech Recognition 
and web Speech API (Browser Edge) and 3D avatar model (three 
javascript@pixiv/three-vrm: free examples of VRM models 
available for commercial use (Fumituya Sakurada (Male model)) 
through a pixiv account were integrated for this communication 
avatar.

VRM Model: Controlling the facial expressions of 3D models

VRM (Virtual Reality Model) is a 3D avatar file format for 
VR applications. Originating in Japan, this format is designed to 
emphasize interoperability between different platforms. VRM is 
characterized by a 3D model format that can be used in a variety 
of applications. This allows you to create an avatar once and use it 
on multiple platforms. VRM files are stored in "vrm” extension and 
is based on glTF 2.0 VRM data can be set with rights information 
for commercial use and redistribution. In order to control the VRM 
model in pixiv, we mainly use the three-vrm library. This library is 
combined with Three.js to display and control VRM models on the 
web.

Basic commands

The following setting information is about the basic JavaScript 
commands for controlling a VRM model using three vrm.

Avatar’s character personalization settings: In order to have 
an affinity for a user with the characters, it is possible to set the 
avatar’s expression of the individuality by setting each profile item 
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of Table 1, such as name, age, gender, hobbies, special skills, and 
self-introduction.

Changing facial expressions through conversation in emotional 
aspects: Using sentiment analysis of Chat GPT, the technology to 
identify specific emotions from text as positive, negative, or neutral 
controlled the avatar's facial expression. The JavaScript commands 
enabled to change of the avatar’s facial expressions according to the 
user’s speaking in four emotional aspects, “Neutral”, “Positive (joy, 
smile)”, “Negative (sorrow) and Negative (angry) shown in Table 2. 
The three main categories of emotion were neutral, positive, and 
negative. In the avatar's facial expression settings, sadness and 
anger were set separately in the negative emotions although both 
were together regarded as the negative emotion in the response 
text analysis due to the small amount of data.

For instance, if the user says "I'm happy", the following 
command runs:

[JavaScript]

if (userEmotion === 'happy') {

vrm.blendShapeProxy.setValue('joy', 1.0);

 }

Similarly, if the user says "sad", the following command runs:

[JavaScript]

if (userEmotion === 'sad') {

vrm.blendShapeProxy.setValue('sorrow', 1.0);

By coordinating the expressions of emotion in conversation 
with the facial expressions of the characters, a sense of realism with 
the conversational target could be achieved.

Table 1: Commands for personalizing avatar’s character

Profile Item Command Function

Name SetName("Character Name")Sets The name of the character

Age SetAgeSets The age of the character

Gender SetGender("Gender")Sets The gender of the character

Height SetHeight Sets the height of the character

Weight SetWeightSets The weight of the character

Hobbies SetHobbies (["Hobbies1",
"Hobbies2", ..]) Set the character's hobbies

Feats SetSkills(["feat1", "feat2", ...]) Set the character's feats

Self-introduction SetIntroduction("Self-introduction") Set the character's self-introduction

		  Figure 1: A ChatGPT Avatar with voice, face and word expression for child social communication training
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Table 2: The commands of the Avatar’s emotional expression

Emotion Command
Avatar’s

Expression

Neutral vrm.BlendShapeProxy.SetValue('neutral', 1.0);

Positive joy smile
vrm.blendShapeProxy.setValue('joy', 1.0);

vrm.blendShapeProxy.setValue('smile', 1.0);

Negative
confused sorrow

vrm.blendShapeProxy.setValue('confused',1.0); 
vrm.blendShapeProxy.setValue('sorrow', 1.0);

Angry vrm.blendShapeProxy.setValue('angry', 1.0);

Four children’s playing trials at regional IT educational 
instruction events

This study protocol was approved by the Yamaguchi University 
Review Committee for Non-Medical Research Involving Human 
Participants (2023-064). All study members complied with the 
approved protocol. The researchers carefully followed the approved 
protocol at all times. Two times of public open events to introduce 
novel IT educational tools were held in 2023 fall in Yamaguchi 
prefecture. At the public event, the tablet-type avatar controlled 
by a chat-type generation AI was introduced on the spot without 
any prior publicity. Four primary school boys in grades 2 through 4 
spontaneously attended with their parents at the area and played 
the conversational games with the prototype for a few minutes or 
less in the presence of each teaching assistant at a classroom desk.

Delayed response time with evaluation of processing load 
volume dependence

Conversation time and content information were automatically 
extracted by programming codes from a JSON file containing 
conversations between a generated AI avatar and four children, 
and converted to an Excel file. From this data set, the average and 
standard deviation of the delayed response times and numbers 
of conversation characters of the Avatar and the children were 
calculated. Pearson's product-moment correlation coefficient, 
intercept using linear regression, and probability were used for 
evaluation whether there was correlation between the amount of 
speech produced by avatars and children and the delay response 
time. If significance is found, the relationship between the physical 
load involved in cognitive processing and sentence formation 
may be hypothetically more suggestive than the influence of the 
emotional content of speech.
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Delayed response time comparison among emotional groups 
classified by BERT

With Bidirectional Encoder Representations from Transformers 
(BERT) or natural language processing, an interactive unsupervised 
language model to be released by Google in 2018, a small amount 
of supervised data can be used for various tasks such as sentence 
comprehension and sentiment analysis through fine tuning.18 The 
sentences were tokenized and for the teacher data, "tyqiangz/
multilingual-sentiment-datasets" from Hugging face, an open 
source platform for sharing and using Artificial Intelligence (AI) 
models and data, was used to represent the naturalness of the 
sentences with probability through neural language models. We 
used a BERT model trained on the Japanese version of Wikipedia, 
“cl-tohoku/bert-japanese”, pretrained on texts in the Japanese 
language, released by the Natural Language Processing Research 
Group at Tohoku University (https://www.nlp.ecei.tohoku.ac.jp/
research/open-resources/). The model architecture is the same as 
the original BERT base model; 12 layers, 768 dimensions of hidden 
states, and 12 attention heads. The trained data was 8000, test data 
was 200, the batch and epoch sizes were 8 and 1. The performance 
of the fine-tuned trained models was evaluated using normalized 
confusion matrices to represent. Using the obtained model, each 
set of conversation sentences between the four children and the 
avatar were divided into three motional groups, positive, neutral, 
and negative. And the delayed response time of the avatar or the 
children were compared among three different emotional groups, 
positive, neutral and negative in own or the other speaking groups 
to seek any hypothetic emotion-dependency.

Results

Avatar's delayed response time was approximately 10 times 
faster than children’s one

With the aim of estimating the features related to any emotions 
in short conversations with four children and a chat-type AI-
controlled virtual trainer, the speech response delay time of both 
the children and the virtual trainer was targeted as the assumed 
indicator. As the initial outline. Table 3 summarizes the average 
and standard deviation of the delayed response time of children 
and avatars, respectively, indicating that avatars' response time 
was much faster than that of children. The averages and standard 
deviations of delayed response mean values of these four children 
or the Avatar was 9.5 ± 1.0 seconds or 1.0 ± 0.2, respectively. The 
result of the statistical comparison using the Student's t-test was 
a probability value of 0.0003***. This meant that the response 
delayed time of the avatar controlled by the chat-type generative 
AI was about 9.5 times shorter than the response delayed time of 
children, significantly. In addition, a comparison of the amount of 
Japanese word letters between four children and the Avatar was 
summarized the averages and standard deviation as 8.4 ± 5.2 
uttered by four children and 32.6 ± 21.7 uttered by the Avatar. 

The probability calculated by student t-test between the 
children and the Avatar as 2.32E-09*** determined significantly 
higher amount of letters that were uttered by the Avatar about 3.9 
times more than the children.
Table 3: Delayed Response Time Average ± Standard Deviation [s]
 

- Children Avatar

Child_1 10.6 ± 3.3 0.9 ± 0.5

Child_2 8.5 ± 1.1 0.9 ± 0.4

Child_3 10.1 ± 5.6 0.91 ± 0.3

Child_4 8.8 ± 2.1 1.3 ± 0.4

Confusion matrix of model performance for text emotional 
analysis with BERT

The performance of the fine-tuned trained models with BERT 
by the Natural Language Processing Research Group at Tohoku 
University for emotional classification, based on the multilingual 
sentiments dataset, was evaluated each prediction accuracy of 
positive, neutral and negative emotion. The normalized confusion 
matrix of the performance of the fine-tuned trained model is shown 
in Figure 2. The discrimination between positive and negative is 
correct nearly 90% and false almost 0.01%, while the discrimination 
of neutral was generally correct nearly 64% and false from 0.11% 
to 0.19%. Compared to the higher accuracy rates for both negative 
and positive, so-called “polarities”, the lower accuracy rate for 
neutral that means neither, was confirmed consistent with the 
imagined inherent difficulty of absolute emotion classification 
at certain boundaries in human sentiments of words, vocabulary 
related to emotions.

 Figure 2: Normalized confusion matrix for emotional analysis by BERT
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Data set of words, emotional prediction and delayed response 
time between four children and the avatar

As shown in Table 4, an example of a pair data set along the time 
series of one child and the Avatar, we output each conversational 
sentences of full duration of several minutes between the four 

children and the avatar, the time of delayed response, and the 
results of the emotional analysis of each set of multiple sentences by 
the BERT pre-trained model. These words were collected entirely 
from the logged conversation data. This example includes ten of 
conversing sessions between a child and the avatar, exchanged 
alternately.

Table 4: An example of a child and avatar data set

Avatar's Words
Child

Response [s]
Child's Words

Avatar
Response [s]

Hi, how are you doing? positive 8.513 Hi, how are you doing? positive 0.535

Hi, I'm doing well. neutral 8.522 Usually. Yamaguchi positive 0.603

A beautiful place. There are many famous tourist 
attractions and delicious food!

neutral 12.993 Fool? negative 1.196

That's rude! It is not good to use such language! 
Respect the other person.

neutral 6.443 Fall. neutral 0.873

Why do you use such language? Please refrain 
from being hurtful to others.

negative 10.686
What? I don't know. Good 
work.

neutral 0.678

Excuse me, are you in need of any help? I may be 
able to help.

neutral 19.262
Talk about something 
difficult.

neutral 1.503

For example, let's talk about quantum mechan-
ics. It is the study of physical phenomena in the 
microscopic world, where it is difficult to make 
definitive predictions about the position and 
velocity of particles, etc. There is a probabilistic 
element involved.

neutral 10.604 How old? neutral 0.622

I'm six years old, still in elementary school. neutral 9.145 I agree. neutral 0.901

Okay, so you agree. That is a fine opinion. neutral 6.688 I kind agree. neutral 1.074

That is a fine opinion. Why do you feel that way? neutral 6.617 How old am I? negative 1.176

Correlation evaluation of avatar and children's delayed 
response time with the number of letters

In order to examine whether the processing time for avatars 
and children to receive and respond to statements depends on the 
amount of text, we performed a correlation analysis between the 
amount of text received and sentences uttered with each of the 
delayed response time by Linear regression and Pearson product-
moment correlation coefficients, intercepts, and probabilities 
Figure 3. Consequently, the correlation coefficient, R-squared 
value between the amount of letters received or uttered and the 
delayed response time by the children was much lower with 
lower probabilities as not significant in Figure 3C (Children’s 
delayed response versus children’s latter number: y = 0.1184 x + 
8.6128, R-squared = 0.0402, P = 0.221) and Figure 3D (Children’s 
delayed response versus children’s latter number: y = 0.0195 x + 
8.9759, R-squared = 0.0191, P = 0.402) than that of the avatars 
delayed response time which revealed higher correlation with 
the amounts of letters received, cognized, formed and output by 
machine processing with the generative AI as significant in Figure 
3A (Avatar’s delayed response versus children’s latter number: y 
= 0.0347 x + 0.6845, R-squared = 0.163, P = 0.011*) and Figure 

3B (Avatar’s delayed response versus Avatar’s latter number: y = 
0.0106 x + 0.5928, R-squared = 0.2511, P = 0.0012**). This result 
suggests that the processing functions of the AI machine-controlled 
Avatar's word recognition and formation implied on a simpler, 
more uniformed mechanism, while the processing functions of 
the children's word recognition and formation rather showed 
diversified without converging.

Exploring the emotional impact of conversations between 
avatars and children

Finally, to seek the possibility to indicate emotional dependence 
in delayed response time, an intergroup comparison was attempted 
among three emotional groups positive, neutral, and negative to see 
the effect of the words identified by the sentiment analysis by BERT 
on the delayed response time when uttered (Figure 4A: by Children, 
Figure 4B: by Avatar) or received (Figure 4C: by Children, Figure 
4D: by Avatar). The results showed that the delayed response time 
of all four children was commonly shorter when they uttered Figure 
4A or received Figure 4C positive words, and tended to be longer 
for neutral words (red arrows), but this tendency was not observed 
in the avatars either uttered Figure 4B or the received Figure 4D 
situation to any child of four.
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Discussion

In this preliminary prototype evaluation study, we attempted to 
explore the requirements for development considerations related 
to conversations between chat-generating AI avatars and ordinary 
children, for seeking educational function but to remove the risk 
that active use of IT/AI may cause communication disorders,19,20 
which have become a social problem. On the contrary, this novel 
AI tool would be rather needed to open up new directions to 
actively enhance humanity.21 Because of the complex neural basis 
that has been identified in biomedical neuroscience, this unknown 
generative AI/IT technology could have a serious impact on 
children who are forming the fundamental psychosomatic neural 
networks for their lifetime during their high-sensitivity period,5,22-28 
when exposed to this technological environment without sufficient 
care. The average of the delayed response time of avatars in the 
default setting was around ten times faster than that of children, 
as shown in Table 1. Furthermore, it was found that the amount 
of text produced by the Avatar was significantly higher than that 
of children, at around 3.9 times higher. Such large difference in 
the performance of the two speakers who are responsible for 
their dialogues each other was clearly expected to be far from the 

ideal state of communication between people of peers. Since the 
synchronous rhythm of both communicators in a conversation 
should be considered as an important factor, the optimality of the 
reaction time setting would be required for future investigation.29,30

The correlation of avatar and children's delayed response time 
with the number of speech letters in Figure 3 was aimed to study 
for seeking any quantitative features and the results answered 
that the machine creation, avatar dominated by Chat GPT seemed 
significantly more dependent on the number of letters received and 
recognized (Figure 3A, P = 0.011*) and furthermore formed by the 
Avatar (Figure 3B, P = 0.0012**), supposedly related to the amount 
of processing, which was assumed as the processing load physically 
while the children were not significantly. This independence of 
children’s delayed response time with the number of letters of 
the child-self or the Avatar might imply their diversified mental 
activities explainable the complexity in psychological biology,31 not 
derived from stereotyped mechanisms of the machine processing, 
which might be reflected on the Avatar’s significant correlation 
in Figure 3A,3B. This may paradoxically indicate the existence of 
emotions, as the delay time before speaking in response to the 
amount of words used by oneself and the other person shows 

 Figure 3: Avatar and children's delayed response time with the numbers of each text Letters. Linear regression and Pearson product-moment corre-
lation coefficients, intercepts, and probabilities less than 0.05 or 0.01 were visualized as significance with one or two asterisks
A. Avatar's delayed response seconds from the child's last word versus the number of Children's last addressing words
B. Avatar's delayed response seconds from the child's last word versus the number of Avatar's addressing words
C. Children's delayed response seconds from the Avatar's last word versus the number of Children's addressing words
D. Children’s delayed response seconds from the Avatar's last word versus the number of Avatar's addressing words
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a more diverse distribution, but further verification is needed. 
Although this study limitation of small size was derived from only 
four children we could fortuitously meet at the public events as 
natural situation, each of the children's words was handled carefully 
and we attempted to explore not only the physical processing load 
in their brains, but also the psychological impact in more depth, 
accompanied by quantitative analysis using deep learning BERT32,33 
under deep consideration for their mental health.34 The amount of 
text as the numbers of letters in the conversational looked slightly 
more related to the delayed response time of the avatar as the 
aforementioned about Figure 3, while the delayed response time 
of the children was more related to the changes of shortening in 
positive than neutral emotional states as visualized in Figure 
4A (emotions in the own words) and Figure 4C (emotions for 
others’ words) with expression of all the four children commonly, 
suggesting that in this child-avatar interaction system, the avatar 
behaves like a machine, while the children showed human 
sensitivity between positive and neutral in the response of this 
system. In chat GPT, the avatar's character was preset as a boy of 
the similar generation, however the content of his comments was 
more like that of an adult guide who knows most of information 
very well. In this analysis, the delayed response time of the avatar 
appeared rather dispersion meaning independent from the 
mechanism of difference between emotional positive and neutral 
in the speech words. To consider about any further improvement 
with essential factors for peer social learning in such as sympathy 
with synchronization or latent intrinsic attachment,27 the avatar’s 
response speech condition might be set emotion-dependent delay 
time like the shorter in emotion positive than neutral. Of the types 
of emotions, there was no particular commonality between the four 
children and the avatar in the case of negative emotions, whereas in 
the case of positive and neutral emotions, which may have implied 
an emotion-dependent mechanism only in the four children but 
not in the Avatar. One hypothesis is that negative emotions may 
have caused a more diverse dispersion of psychological states. It 
is another thought that the cause may have been that the different 
emotions of anger and confusion were set to one negative mode in 
the avatar's facial expression settings, explained in Table 2. It was 
suggested that more detailed settings for joy, anger, sadness, and 
happiness,35 as well as delayed response analysis, will need to be 
carefully developed in the future.

For the educational support system of communication learning, 
an emotional aspect is crucial to comprehend how both users 
and AI function each other. In order to improve the accuracy of 
emotion detection, a Knowledge-Enriched Transformer (KET)36 
and the peripheral applications37,38 were developed, which analyzes 
emotions by utilizing context and common sense knowledge to gain 
a deeper understanding of the context of the conversation and send 
appropriate emotion signals to control the next programming step. 
As for the emotion analysis based on the text used in this report, 
it is necessary to consider a comparison of the two directions 

that should be explored in the future. One is the dictionary-based 
approach: words and phrases related to specific emotions are 
registered in a dictionary, and emotions are identified based on this 
data base. The others are machine learning models. Architectures 
for classifying emotions from text include naïve Bayes, Support 
Vector Machines (SVM), and deep learning (neural networks),39,40 
are necessary to be observed, analyzed, and reflected on the 
direction of rapidly evolving due to the dominant influence of 
human creations, machines, which have never existed before. 
In the development of digital technology to support children's 
communication learning, there is a speech recognition method that 
identifies emotions by analyzing the characteristics of the speaker's 
voice tone, pitch, speed for extracting acoustic features41 such as Mel 
Frequency Cepstral Coefficients (MFCC),42,43 and training models to 
classify emotions based on these features.44,45

In addition, there are methods for classifying emotions using 
non-speech biological signals (heart rate, electrodermal activity, 
Electro Encephalo Graphy (EEG), Electrocardiogram (ECG), etc.) 
from the user. Furthermore, there is a method for identifying 
emotions by combining multiple sources such as text, speech, 
images, and biological signals, called multimodal emotion 
detection.36,46 As another approach to develop interactive output 
media and platform, there may be the possibility that the network 
formation and adjustment methodology of human cognition 
and emotional psychology can be improved by combining multi-
modally with three dimension space control technology that 
provides a more immersive experience, such as metaverse47 and 
larger scaled projection mapping,48 which are being expanded and 
developed through IT currently. Children with learning disabilities 
and developmental disorders recently face many difficulties 
not only in their studies but also in their everyday interpersonal 
relationships. In order to alleviate these problems, it is necessary to 
provide training to develop social skills on a regular basis. To solve 
this issue, social skills training49 has been developed and improved 
in various facilities such as schools, day service centers, and special 
needs schools.

Social skills training, which improves the ability to think and 
act appropriately and effectively in interpersonal relationships and 
group living through play and in a fun way, is expected to allow 
children to actively engage in the process themselves. However, the 
general social skill training requires specialist knowledge and to 
take time to create an environment where they can engage in this 
on a daily basis, which is important to be realized. The purpose of 
this study is to examine the improvement of communication skills 
in children with developmental disorders for future, especially 
those with communication disorders, through conversations with 
avatars using generative AI. As this research is only a preliminary 
trial, it is necessary to carefully verify its potential for application 
to developmental disorders in the future.50 By adding digital 
signals to imitate the complexity of humans, IT robotics, which 
have artificial intelligence that continues to learn autonomously, 
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are coming closer and closer to living organisms. As a result, 
the sense of distance that was previously organized by the great 
differences between living beings and machines may change, for 
example, as the unique productive activities of each individual 
begin to be replaced by machines, and human activities may be 
forced to evolve into activities that surpass machines.51 On the 
other hand, digital products equipped with generative AI that 
can replace human activity are becoming increasingly capable of 
interacting with humans, and there are concerns that this could 
lead to the development of addiction. There are also many reports 
about the risk of children becoming increasingly dependent on 
digital games, which could lead to serious social maladjustment, 
such as not attending school. By using the brain's neural network 
to exchange digital signals, which are easier to process than analog 

signals, the brain may become less adept at analog processing, 
which requires complex signal processing, and this may accelerate 
the onset of addiction.52 With this in mind, we would like to sound 
the alarm and demand that the development of a new educational 
system that combines real and virtual spaces is an urgent task. We 
alternatively hear many current views that machine brains have 
improved cognitive levels but no or less mind at the current study 
report. However, is there any denying that the physicochemical 
systems that neuroscience has revealed are far more complex than 
current machines, but that machines may arrive at that complexity 
someday.53,54 We would like to search for the wisdom to coexist 
and evolve with and enhance machines in life on Earth and in the 
universe.

Figure 4: Avatar and children's delayed response average time compared among emotional (positive, neutral and negative) word groups classified 
by BERT
A. The delay time from the last word spoken by the avatar to the child’s next speech, positive, neutral or negative
B. The delay time from the last word spoken by the child to the avatar’s next speech, positive, neutral or negative
C. The child’s delay time from the last avatar's speaking words, positive, neutral and negative

D. The Avatar’s delay time from the last child's speaking words, positive, neutral and negative

Conclusions

We developed a prototype tablet PC system using a chat-type 
generative AI that shows the input/output to/from open AI Chat 
GPT audio-visually through the speech with a male’s voice, real-
time viewed conversational texts with time, and facial expressions 
of a three dimension male avatar of the free temporary use 

service “VRoid Studio”. In an event to introduce regional children 
about novel digital educational materials, four children who 
voluntarily participated in the event attempted a few minutes of 
brief interaction with the avatar. To evaluate this prototype, we 
conducted a psychological evaluation of emotions, positive, neutral 
and negative in the communication words between each of the 
children and the avatar, using Google BERT, a deep learning model 
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of natural language processing. Consequently, it was found that the 
preliminary prototype of the chat-generating AI avatar responded 
many times faster and more than the children. The Avatar’s response 
time tended to increase with the number of characters expressed 
by the children’s words the Avatar received and recognized and the 
avatar’s speech himself. Furthermore, the contents of neutral than 
positive emotion seemed to require time for the four children’s 
response to make their sentences and to receive and recognize 
the Avatar’s words. The response delay time of both speakers, the 
children and the Avatar might be useful as an index to predict their 
emotional states in the speech communication. These notes would 
be suggested to find the next specifications to develop an AI avatar-
child interaction system for education of social humanity with 
cognition and emotion.
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